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When I was younger I invested a lot of time into studying [geometric algebra](https://en.wikipedia.org/wiki/Geometric_algebra).  Geometric algebra is a system where you can add, subtract and multiply oriented linear subspaces like lines and hyperplanes (cf. [Grassmanian](https://en.wikipedia.org/wiki/Grassmannian)). These things are pretty important if you’re doing geometry, so it’s worth it to learn many ways to work with them. Geometric algebra emphasizes [exterior products](https://en.wikipedia.org/wiki/Exterior_algebra) as a way to parameterize these primitives (cf. [Plücker coordinates](https://en.wikipedia.org/wiki/Pl%C3%BCcker_embedding)).  Proponents claim that it’s simpler and more efficient than using “linear algebra”, but is this really the case?

In this blog post I want to dig into the much maligned linear algebra approach to geometry.  Specifically we’ll see:

1. Two ways to parameterize a linear subspace using matrices
2. How to transform subspaces
3. How to compute the intersection and span of any two subspaces

Encoding flats

A [subspace](https://en.wikipedia.org/wiki/Linear_subspace) of a vector space is a subset of vectors which are closed under scalar addition and multiplication.  Geometrically they are points, lines and planes (which pass through the origin unless we use [homogeneous coordinates](https://en.wikipedia.org/wiki/Homogeneous_coordinates)).  We can represent a k-dimensional subspace of an n-dimensional in two ways:

1. As the [span](https://en.wikipedia.org/wiki/Linear_span) of a collection of k vectors.
2. As the solution to a set of n – k [linear equations](https://en.wikipedia.org/wiki/Linear_equation).

These can be written using matrices:

* In the first case, we can interpret the span of k vectors as the [image](https://en.wikipedia.org/wiki/Image_(mathematics)) of an n-by-k matrix ![M : R^k \to R^n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGAAAAAOBAMAAAAiSAQhAAAAMFBMVEX///8zMzPj4+OEhITW1tZpaWmtra2goKDIyMhOTk67u7vy8vKRkZF2dnY/Pz9bW1uUwepGAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABOklEQVQoFX2QP0jDUBCHfyZpGtMUM9RJhIA66VB3h4iLYyYFu4ROjkGUoijWqaPFyVF0EFqQDo6Ci26Km5uQrZMQJx29u/x5IqE3vPt937sL5AGlpV2U6gmyP+Gu7EoLymzqtNUmYMyG+cTCfOdlZO7d5Jx11vedQUS4QV+rusW94cJJ9Ce7EGlg/XOOhGi3D9zSUlZOAtOdPs4RwzSJPrKaRG0XxlJEwaZNYCZCJXisL3Lm6qVNdEvfJArnYE35FAxeB8VX9Mx9zlyVkTTRgdOmMe8S3XWRcpwN3nxFgNb6p01sad6BGnlGNcnoQ+rrilFpE2sWtrMRat+wXEWU3oWUtnHSRaMYqTXgxAVR0H2mP/oad54Vs5SftmPUk2XGrB6kK+18eis4HbPlZ60djmHshDKUHvJcSv8C4kZHauvOimwAAAAASUVORK5CYII=)
* In the second, the solution of a set of n-k linear equations is another way of saying the [kernel](https://en.wikipedia.org/wiki/Kernel_(linear_algebra)) of an (n – k)-by-n matrix, ![A : R^n \to R^{n - k}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGsAAAAOBAMAAADaqP/WAAAAMFBMVEX///8zMzOgoKC7u7vj4+ORkZFbW1utra12dnaEhIQ/Pz/IyMjy8vJpaWnW1tZOTk5ValgOAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABPklEQVQoFZ2RvUvDQBjGH8ulENIo6OBWQoMODlIVEVSw4uQgfkAriEMUnATB0j9ARLRjO9TRv6E6COISBffiXCG6ibg4Onnvc00UMtUbno/f3QuXC9D/Wi/1P6Mnhv41hbXemJ+Mq+bp2O6bP50AE4gHCzMea3WlIa6G2SivQOU+yP4CkwQ7twjYWlFR3Dpgo1SA40zxLgGLJgmG7zQy5fIWvjYIa3WxJeZ94MUNr9osWm5MEIyu/SEtF5xF2pR3Ke1dBHlYJy62Syxa3JBJMDpWTYrjVSNtNiakcTkjs0dxpquuWAprtoApnhCxOhiPS51rTz7/L+5t554LzTA+mvVwHWfjF2JpDCvEcmSOAA8RduJMt7mVwnJHDMjD8UnmgXMVcsDIEy2FsToKtXmoN+UHPH57+JwzA0YnxdL4B5xXRj7ssaNkAAAAAElFTkSuQmCC).

These two forms are [dual](https://en.wikipedia.org/wiki/Dual_space) to one another in the sense that taking the matrix transpose of one representation gives a different subspace, which happens to be it’s [orthogonal complement](https://en.wikipedia.org/wiki/Orthogonal_complement).

Intersections and joins

The best parameterization depends on the application and the size of the flat under consideration.  Stuff that’s easy to do in one form may be harder in the other and vice-versa.  To get more specific, let’s consider the problem of intersecting and joining two subspaces.

If we have a pair of flats represented by systems of equations, then computing their intersection is trivial: just concatenate all the equations together.  Similarly we can compute the smallest enclosing subspace of a set of subspaces which are all given by spans: again just concatenate them.  And we can test if a subspace given by a span is contained in one given by equations by plugging in each of the basis vectors and checking that the result is contained in the kernel (ie maps to 0).

Linear transformations of flats

Depending on the form we pick flats transform differently.  If we want to apply a linear transformation ![T : R^n \to R^n](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFsAAAALBAMAAADiluxdAAAAMFBMVEX///8zMzOEhIRbW1uRkZGgoKB2dnZOTk6tra3IyMjj4+NpaWny8vLW1ta7u7s/Pz8H9ztnAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABJElEQVQoFU2QO0sDQRSFT5Kdxc0+2CIIFobkBwS2SEpBWBFBwcVnJ0LQOoWFnfEfZO0iFsFWi/QRmRT2a2FlY6FgpWnsnTtzJ+QU95zz3YHdGZTbR7W9S7Dulw835NvJl+3s1ebZwY7GZYgehnYdxnCSYVKx3forkGp8C7+BO4udBEux+LixPZImpcC1xgVKA4yAqEeLSgZ/7MvWwJyCl5nQASaMc0kobNAsFdiEj60RFdKTsVU4p4zVh+bKf9JiXig8SJpe/XONnNQ2puc2RMLVPSd161SdMfYZY8UG5R148UIF3D5VdaWc8eI+UP84Y26spW1aYJexejuSvmo0g5s88oIsWNflF+hWJUXRvCjI6SGD4z+Ez32qLKF3L1cZ3r8J/QPLQzzw8Yx1wAAAAABJRU5ErkJggg==) to a flat, then we need to consider it’s encoding:

1. If the flat is given by the image of a map, ![M(V)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAASBAMAAADfxFGoAAAAMFBMVEX///8zMzPj4+OEhITW1tZpaWmtra2goKDIyMhOTk67u7vy8vKRkZF2dnY/Pz9bW1uUwepGAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA8UlEQVQYGT2QMWsCMRiGH0+r8bD0KAoFlyzq0qGFDh1ELIKzg+gauuh4Heom+geETqWr7eAi4ib4K/wJbk6d/AN+yZkLJPe8T7jvSwLpUPqKJlUCDR9SsOLJ25KG4FlirmJUzMc3LPsEdr/Tg0JEdsuNxJ0YEYy/YNWjCFmJsZgXme8RuVpMTf44EmoxI5mmisq06YCK2IvgTxrpH+ZvDoN7V4AF5BkE+tNZHlyBxDYVQyxycgVYQ8h0ThnbjbM9gev2y0arI9xJbGlZ4JXSv35kdoLbLUycdLdIiNBcIbmxDwcP9nXS0fVU92C/yVkFDBffuiU1A8a/VAAAAABJRU5ErkJggg==), then we can just multiply by ![T](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALBAMAAAC5XnFsAAAAKlBMVEX///8zMzOEhIRbW1uRkZGgoKB2dnZOTk6tra3IyMjj4+NpaWny8vLW1tZeNn9rAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARElEQVQIHWNgMgkTCapgYGJgLWCYyTCLgVuBYQ7DBQbGCQwLGBgYJh4AEgwMzmCSwQRCSYIpTgEwxWIAolgVSy4wMAAAv3QJdaG8eKgAAAAASUVORK5CYII=)
2. And if a flat is a system of equations, ie ![A^{-1}(0)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC8AAAASBAMAAAA57ZrsAAAAMFBMVEX///8zMzOgoKC7u7vj4+ORkZFbW1utra12dnaEhIQ/Pz/IyMjy8vJpaWnW1tZOTk5ValgOAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA+klEQVQYGU2RsU4CQRRFDzJk2aBoaOjIRDo7ExILQqIlHRroaahojNFoaWlhAY2VhYk/AMYPWP7AwA/gH9DRcmeGZfcl+/LuPZN9d2chq4rV/Ot05FpWLxaMnrS7yVdkIYbnB+gHp5mBHyJb7NH1jqll4JPTa7448U5pxNFgcKezsGEBDeK1I49vriuLxfzxD9/+jIJ8BNBZUZ0why3FiayYiwDUZXhQeZVoc5kH/lUOHC/Pp0lKZCwSLVdiSgk36xRoueKe+eVtKMxSwJCop3TxjG4dczs+gHdoPrH/wIOr4SqIcCV5UA5if4k5Ur13wvieszW2nNSP2gFJgyhGmh88ugAAAABJRU5ErkJggg==), then we need to multiply by the inverse transpose of ![T](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAwAAAALBAMAAAC5XnFsAAAAKlBMVEX///8zMzOEhIRbW1uRkZGgoKB2dnZOTk6tra3IyMjj4+NpaWny8vLW1tZeNn9rAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAARElEQVQIHWNgMgkTCapgYGJgLWCYyTCLgVuBYQ7DBQbGCQwLGBgYJh4AEgwMzmCSwQRCSYIpTgEwxWIAolgVSy4wMAAAv3QJdaG8eKgAAAAASUVORK5CYII=).

The well known rule that normal vectors must transform by inverse transposes is a special case of the above.

Conversion

Finally we can convert between these two forms, but it takes a bit of work.  For example, finding the line determined by the intersection of two planes through the origin in 3D is equivalent to solving a 2×2 linear system.  In the general case one can use [Gaussian elimination](https://en.wikipedia.org/wiki/Kernel_(linear_algebra)#Computation_by_Gaussian_elimination).

Is this less intuitive?

I don’t really know.  At this point I’m too far gone to learn something else, but it’s much easier for me to keep these two ideas in my head and just grind through some the same basic matrix algorithm over and over than to work with all the specialized geometric algebra terms.  Converting things into exterior forms and plucker coordinates always seems to slow me down with extra details (is this a vee product, inner product, circle, etc.), but maybe it works for some people.